
Jurnal Mutu Pangan Vol. 11(1): 36-51, 2024 

ISSN 2355-5017 

36  @JMP2024 

DOI: 10.29244/jmpi.2024.11.1.36 

Convolutional Neural Network for Ground Coffee  
Particle Size Classification  

 
Convolutional Neural Network untuk Klasifikasi Ukuran  

Partikel Serbuk Kopi Giling 
 

Dimas Zaki Alkani Putra, Achmad Pratama Rifai* 

 

Department of Mechanical and Industrial Engineering, Universitas Gadjah Mada, Yogyakarta 

 
Abstract. Indonesia is the fourth largest coffee-producing country in the world. The popularity of coffee is 

increasing due to people's curiosity about the origin of coffee, from harvest to the hot cup of coffee on their 

table. This coffee culture drives innovators to develop coffee processing technology. Currently, there are tens 

of different coffee brewing methods available, each with their own unique flavor characteristics. The particle 

size of coffee beans is the basis for brewing coffee using specific methods. Identifying the particle size and 

calibrating tools to grind coffee requires special skills, expertise, experience, and a time-consuming process. 

Therefore, this study aims to develop a tool to classify the particle size of ground coffee based on computer 

vision. The object of this research is ground coffee with various particle sizes, which are acquired through 

imagery and will be classified using Convolutional Neural Network to provide recommendations for brewing 

coffee according to the particle size of the ground coffee. To build the classification model, the architectures 

were trained by full learning and transfer learning using VGG-19, MobileNet, and InceptionV3. The results 

showed that the classification model using the Convolutional Neural Network using the cellphone camera 

dataset achieved an accuracy value of 0.80. Meanwhile, with the microscope dataset, the model's accuracy 

only reached 0.58. Therefore, the classification model using the cellphone dataset is feasible to be implemented 

to determine the particle size. 

 

Keywords: computer vision, deep learning, grinder calibration, ground coffee particle size, multiclass 

classification  

 

Abstrak. Indonesia adalah negara penghasil kopi terbesar keempat di dunia. popularitas kopi semakin 

meningkat karena minat orang terhadap asal-usul kopi, mulai dari panen hingga menjadi secangkir kopi 

panas di meja. Budaya kopi ini mendorong para inovator untuk mengembangkan teknologi pengolahan kopi. 

Saat ini, terdapat puluhan metode penyeduhan kopi yang berbeda, masing-masing dengan karakteristik rasa 

yang unik. Ukuran partikel serbuk kopi giling menjadi dasar dalam menyeduh kopi menggunakan alat-alat 

tertentu. Identifikasi ukuran partikel serbuk kopi dan kalibrasi alat untuk menggiling kopi memerlukan 

keterampilan khusus, keahlian, pengalaman, dan proses yang memakan waktu. Oleh karena itu, penelitian ini 

bertujuan untuk mengembangkan metode untuk mengklasifikasikan ukuran partikel serbuk kopi giling 

berdasarkan visi komputer. Objek dari penelitian ini adalah serbuk kopi giling dengan berbagai ukuran 

partikel, yang divisualisasi melalui citra dan diklasifikasikan menggunakan convolutional neural network 

untuk memberikan rekomendasi penyeduhan kopi yang sesuai dengan ukuran partikel serbuk kopi. Untuk 

membangun model klasifikasi ini, arsitektur jaringan dilatih dengan pendekatan full learning dan transfer 

learning menggunakan VGG-19, MobileNet, dan InceptionV3. Hasil penelitian menunjukkan bahwa model 

klasifikasi menggunakan convolutional neural network dengan menggunakan dataset kamera ponsel menca-

pai nilai akurasi sebesar 0.80. Sementara itu, dengan dataset mikroskop, akurasi model hanya mencapai 0.58. 

Oleh karena itu, model klasifikasi menggunakan dataset ponsel layak dan sesuai untuk diimplementasikan. 

 

Kata Kunci: computer vision, deep learning, kalibrasi gilingan, klasifikasi multi-kelas, ukuran partikel serbuk 

kopi giling 

 

Practical Application: 1  The study's classification method offers guidance for choosing coffee brewing 

methods based on the particle size of ground coffee powder. This benefits consumers who are unsure about 

grind size and streamlines cafe operations by providing a tool to recalibrate coffee grinders to meet coffee 

standards. Using computer vision eliminates the need for coffee grounds extraction during calibration, saving 

time, and reducing costs associated with wasted materials. 
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INTRODUCTION 
 

Indonesia is the fourth-largest coffee-producing 

country in the world, with 145.9 thousand tons of coffee 

commodities exported between January and July 2018, 

valued at USD 442,387,100 (BPS 2017). According to the 

Ministry of Agriculture, coffee consumption in Indonesia 

increased from 249,800 tons in 2016 to 314,400 tons in 

2018 (Kementan 2018), indicating a growing coffee 

culture in the country. This has resulted in innovators and 

businesspeople investing in technology to improve the 

coffee production process. There are now over ten coffee 

brewing methods with different coffee extraction charac-

teristics. 

The character and taste of coffee depend on the 

particles size of the ground coffee. The particle size of 

ground coffee affects the coffee extraction process when 

water is added. Ground coffee particles are categorized 

into nine sizes based on the brewing methods, from extra 

super coarse for direct brewing, to extra super fine for 

Turkish brewing methods. Selecting the right coffee 

ground size is essential to bring out the desired coffee 

flavor character according to the desired brewing method. 

The basic principles for extracting the flavor and 

character of coffee are contact time, extraction rate, and 

flow rate (Musika 2017). 

Due to the many types of brewing methods, the 

particle size of the ground coffee, the coffee grinder for 

the coffee extraction process, and special skills are 

needed in determining the particle size of the ground 

coffee that is suitable for each brewing method. This 

requires training and experience of brewing coffee. 

Therefore, it is difficult to identify the ground coffee 

fineness category by untrained eyes. As such, it is 

essential to develop a tool for classifying the ground 

coffee fineness level. 

Technological developments in the fourth industrial 

revolution are also influencing coffee processing techno-

logy. Tools to simplify the production process are being 

developed, such as quality control of defect seeds, quality 

control of maturity levels, automated roasting machines, 

and automated coffee extraction using artificial intelli-

gence (AI). One of its applications is in the field of com-

puter vision, which also saw wide implementation for 

coffee identification problems. 

Computer vision is a field of study that aims to deve-

lop algorithms and techniques that enable machines to 

interpret and understand visual data, much like human 

intelligence and vision. It integrates various subfields 

such as image acquisition, image processing, image 

recognition, and decision-making through automated pro-

cesses (Wijaya and Prayudi 2010). The process of com-

puter vision mimics the way humans see objects through 

their eyes. The image of the object is then forwarded to 

the brain for processing, allowing humans to recognize 

what they see. The results of this recognition are then 
used to make decisions. 

In the context of image classification using computer 

vision, two scientific approaches can be employed: classi-

cal machine learning and deep learning neural networks. 

Classical machine learning is suitable for solving simple 

classification problems with clear feature extraction, 

while deep learning is more appropriate for classifying 

large amounts of data, with the feature extraction process 

occurring simultaneously with the classification. 

Khamitova et al. (2020) studied the distribution of 

subtlety coffee grinder for brewing espresso with the aim 

of processing coffee grounds with the same quality. From 

the result analysis, they noted that homogenizing the 

powder particles could reduce the use of raw material, 

thus cutting production costs. 

Other researchers are using AI to improve coffee 

quality control. Pinto et al. (2017) used the Convolutional 

Neural Network (CNN) to classify defects in raw coffee 

beans, achieving accuracies ranging from 72.4 to 98.7% 

based on the types of defects. Santos et al. (2020) and 

García et al. (2019) discussed quality control of ground 

coffee beans by detecting defects. Santos et al. (2020) 

used Support Vector Machine (SVM), Random Forest 

(RF), and Deep Neural Network (DNN) to classify coffee 

beans defects according to the shape and color features, 

achieving high accuracy in their results. 

Another study by Leme et al. (2019) focuses on 

examining the degree of roasting of coffee beans using 

RGB and CIE Lab* methods. The first stage is the 

selection of bean colors based on Specialty Coffee 

Association of America (SCAA). Then, the CIE Lab* 

values are measured. The next stage involves acquiring a 

dataset of 300 samples, which are then converted to a 16-

bit TIFF format. The final stage involves using Matlab 

software for Neural Network Color space transformation. 

The results showed that the model can predict the degree 

of roasting accurately and objectively for whole and 

ground beans based on CIE Lab*. Arboleda et al. (2018) 

discusses the classification of different coffee bean 

species, namely Arabica, Liberica, and Excelsa, using the 

K-Nearest Neighbor method. The aim of this study is to 

classify different species of coffee beans. Other studies 

which focused on coffee beans type detection include 

Rodríguez et al. (2020) and Unal et al. (2022) who 

developed deep learning detection model using CNN. 

Apart from the development of coffee processing 

technology, the research interest in the application of AI 

in coffee processing technology is still in its infancy, 

particularly in the determination of the ground coffee 

particle size category. To fill these gaps, this research 

focuses on developing a computer vision-based tool to 

analyze the fineness level of ground coffee particle for 

certain brewing methods and for calibrating coffee 

grinders. The models are developed based on the con-

volutional neural network (CNN), which is a deep 

learning tool widely used for image classification. The 

data is captured using a microscope and mobile phone 

camera. The use of a mobile phone camera with a CNN-

based model to identify the category of coffee ground 
particle can facilitate and speed up the process.  It can be 

used by everyone, while the manual identification method 

requires expert knowledge and a longer processing time. 
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Furthermore, the developed computer vision method 

can replace the coffee bean grinding machine calibration 

process by eliminating one step, namely the machine 

extraction calibration. In practical use, computer vision 

can work as an automatic quality control to speed up the 

calibration process and save raw materials, ensuring that 

the quality of the coffee produced remains at a taste that 

is in accordance with quality standards. The implemen-

tation of computer vision is expected to help calibrate 

coffee grinders both in new conditions that need to be 

calibrated and after a long period of use in which the burr 

and wear cause the quality of the ground coffee to no 

longer be up to standard. As such, the purpose of this 

study is to develop a classification model based on vision 

that can identify the ground coffee particle size using 

CNN. These classification models with high accuracy are 

useful to assist the calibration process of grinding 

machines. 

 

 

MATERIALS AND METHODS 
 

Materials 

The object of this research is the ground coffee pro-

duct with nine different categories derived from various 

types of coffee beans, presented in subsequent sub-

section. The coffee beans used in experiments come from 

several variants in Indonesia, both Arabica and Robusta, 

such as Toraja, Gayo, Flores, Kintamani, etc. Noted that, 

this study aims to develop a classification model for 

identifying the ground coffee particle sizes, regardless of 

the coffee origin. Since the developed method relies on 

vision-based techniques, the data employed consists of 

images depicting the ground coffee samples for each 

category. These images were captured using two devices: 

a microscope and a mobile phone camera. Table 1 pre-

sents the categories of ground coffee particle size which 

becomes the image classes on the classification model. 

 

Coffee brewing method 

To brew the perfect coffee, it's essential to consider 

measurements, proportions, serving methods, and tools 

that complement each other. Modern brewing tools on the 

market have developed around four basic methods. The 

immersing method, which involves soaking the coffee 

grinds for a specific time, is the most straightforward and 

commonly used. While some prefer to brew directly, 

others use tools like coffee presses or French presses for 

this method. The dripping method, on the other hand, 

involves dripping hot or cold water over coffee, and 

popular brewing tools include V60, Vietnam drip, flat 

bottom, and Kalitawave. The pressing method, which 

uses high pressure to extract coffee essence, produces the 

well-known espresso and involves automatic espresso 

machines, rockpresso, and aeropress. Finally, the boiling 

method boils water to brew coffee and uses siphon and 
Turkish coffee as the brewing method (Greene 2019). 

 

 

Ground coffee particle size 

The size of coffee grounds used for making pure 

coffee drinks or coffee with other ingredients is a crucial 

factor to consider. The grind size has a significant impact 

on the resulting coffee flavor after brewing. The taste of 

coffee can be influenced by the duration of coffee-water 

contact, extraction level, and water flow rate (Delta 

Coffee Roaster 2020). Generally, a larger surface area of 

coffee grounds results in a higher extraction rate. Thus, a 

finer grind size is preferable for a larger surface area. A 

higher extraction rate reduces the contact time between 

coffee and water. However, finer coffee beans can make 

it harder for water to penetrate, resulting in longer contact 

time between coffee and water. Ground coffee particle 

size can be categorized into nine levels, each with a speci-

fic brewing method. These nine classes of ground coffee 

article sizes are the classification targets of the developed 

model. The descriptions of each level in decreasing order 

from the roughest to finest particle sizes are explained as 

follows. Extra Super Coarse: The largest and coarsest 

grind size, used for the Tubruk brewing method. Super 

Coarse: Slightly smaller than Extra Super Coarse, with 

some finer particles. Suitable for French press brewing. 

Coarse: Slightly finer than Super Coarse, but still only felt 

when touched. Recommended for immersing brewing 

methods. Medium Coarse: The same size as Coarse but 

can be clearly felt by hand. Used for Vietnamese drip 

brewing. Medium: The grind size is still difficult to 

differentiate visually but can be felt clearly by hand. 

Suitable for pourover brewing methods like Kalitawave 

and V60. Medium Fine: The distribution of grind size has 

a smaller deviation than the previous levels. Used for 

Aeropress brewing. Fine: Finer than Medium Fine, but 

still distinguishable by hand. Suitable for brewing 

espresso with low-spec machines or manual espresso 

machines. Superfine: The second finest level, looking and 

feeling like flour. Used for espresso brewing with high-

spec machines. Extra Super Fine: The finest grind level, 

resembling powdered sugar. Recommended for Turkish 

brewing. 

 

Research flow 

Figure 1 presents the research flow of this study. The 

stages of research to be conducted for this study are out-

lined as follows: 

 

Image acquisition of the dataset 

The study focuses on ground coffee beans, distri-

buted randomly on paper for image acquisition. The data-

set comprises two sets of images captured using a cell 

phone camera and a microscope, respectively. Each set 

was used separately to evaluate its performance in the 

same model. 

Before starting the processing of the image, the 

images were captured using the cellphone camera. The 

images were taken by a sensor that can digitize the 
captured image (Wandell et al. 2002). If the results from 

the sensor are not digital, a switch from analog to digital 

sensor was required.
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Table 1. Image classes of the datasets 

Class Image from Microscope 
Image from Mobile 

Phone 
Ground Coffee Particle Size 

Category 
Extraction Method 

1 

 
 

Extra Super Fine Turkish, Ibrik 

2 

 
 

Super Fine Espresso Machine 

3 

 
 

Fine 
Manual Espresso 

Machine 

4 

 
 

Medium Fine Moka Pot, Aeropress 

5 

 
 

Medium 
Kalitawave, V60, 

pourover 

6 

 
 

Medium Coarse Vietnamese Drip 

7 

 
 

Coarse Immersing 

8 

 
 

Super Coarse French Press 

9 

 
 

Extra Super Coarse Tubruk 
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Figure 1. Research flow of this study 

 

Digital images will be represented in a two-dimen-

sional matrix with real numbers. The acquisition process 

was performed with a 50x magnification microscope and 

a cellphone camera without magnification. Image 

acquisition was carried out in a well-lit room during the 

day to minimize noise. The cell phone camera images 

were taken at a resolution of 12 mega-pixels and include 

a total of 1,350 images belonging to nine different 

categories. Each category contains 150 images with a size 

of 4032 x 3024 pixels. 

In contrast, the microscope images were taken at a 

lower resolution of 1.3 megapixels and had a size of 1280 

x 1024 pixels. An LED lamp with a brightness of 28 

lumens and a temperature of 7000K reduced noise during 

image capture. A computer was used to take screenshots 

of images from the microscope. The object was taken 

perpendicularly and was 10 cm from the sensor. 

 

Data preparation  

The datasets were then split into training, validation, 

and testing sets with an 80:10:10 ratio for training and 

evaluating the deep learning model (Pandey et al. 2022). 

The first part was Training Data consisting of 80% of the 

total images with nine categories. The second and third 

parts were Validation and Test Data, each consisting of 

10% of the total images. The splitting process was exe-

cuted randomly and evenly in each class.  

 

Pre-processing and augmentation 

Pre-processing improves the image data quality 

before proceeding to the next step. Operations such as 

smoothing, color balance, denoise, deblur, normalization, 

and exposure are used to process the image (Choi et al. 

2011). Data Augmentation changes data in a way that the 

computer perceives the data differently while preserving 

its original content. It increases the model's accuracy by 

introducing new data for better generalizations (Mahmud 

et al. 2019). 

The pre-processing process for the cellphone camera 

dataset included three stages. During pre-coding, two 

stages of pre-processing were carried out using the 

Roboflow application. In the first stage, the images were 

cropped and resized with fill (within center crop) to a 

resolution of 1000x1000 pixels. In the second stage, auto-

adjust contrast was applied using the contrast stretching 

command. The final stage of pre-processing was done 

during coding, which involved re-scaling the pixels to 

1/255 pixels to ensure that the scale value ranged from 

0.1 to 0.255. 
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For the microscope dataset, the pre-processing treat-

ment involved two stages. The first stage included crop-

ping and resizing the images to fit within 512x512 pixels 

using the Roboflow application. In the second stage, the 

RGB values were re-scaled to 1/255 to ensure con-

sistency. 

For the cellphone camera dataset, data augmentation 

involved a single stage performed during pre-coding 

using the Roboflow application. The tiling process was 

used with a 3x3 command, resulting in nine parts for each 

processed image. This process generated a total of 12,150 

image data. Similarly, the microscope dataset was 

subjected to data augmentation using the tiling method, 

which was carried out during pre-coding with the Robo-

flow application. The 5x5 command was used to produce 

25 parts for each input image, resulting in a dataset of 

8,100 images. 

 

Model development 

The model is constructed using Jupyter Notebook 

software with tensorflow library written in python, 

employing the convolutional neural network (CNN) algo-

rithm for computer vision. Model development encom-

passes several distinct architectures, namely full learning, 

VGG-19, MobileNet, and Inception V3. 

 

Convolutional Neural Network 

Convolutional Neural Network (CNN) is a deep 

learning algorithm commonly used for object recogni-

tion, detection, and segmentation. It automatically ex-

tracts features directly from images and consists of image 

input, convolution, pooling, fully connected, and dense 

layers for feature extraction (Bjerrum et al. 2017). CNN 

does not perform feature extraction manually (Lecun et 

al. 2015) and can learn from data with high-dimensional 

characteristics (Chakravartula et al. 2022). Figure 2 

illustrates the different components of the CNN. 

 

Convolution layer 

The Convolution layer in the Convolutional Neural 

Network (CNN) algorithm involves a convolution pro-

cess that operates on the output of the previous layer 

(Bjerrum et al. 2017). Convolution refers to the repetitive 

application of a function to the output. In the case of 

image processing, convolution involves applying a kernel 

to the image at all possible offsets. This operation results 

in a feature map that represents the output function 

applied to the input. The convolution operation can be 

represented by Equation 1. 

 

s(t) = (x*t) (t) =  ∑ x(α) * w(t - α)
∞

a=-∞

…...…………(1) 

 

Note: S(t) = Function operation convolution; X= Input 

W= weight from kernel 

 

In the equation above, x is input, and w is the kernel, 

or also called as filter. For inputs that have more than one 

dimension, the equations are as follows (Equation 2 and 

3). 

 

s(i,j)= (K*I)(i,j)=∑ ∑  I(i - m, j - n)K(m, n) … (2)
∞∞

 

 

s(i,j)= (K*I)(i,j)= ∑ ∑  I(i+ m, j+ n)K(m, n) .. (3)
∞∞

  

 

In the equation 2 dan 3, i and j represent the pixels of 

the image, while k can be the kernel and I can be the input. 

The operation is cumulative and can be applied at each 

position of the kernel as it moves over the image. The 

convolution layer is composed of neurons that form a 

filter with length and height (Karpathy 2016). The layers 

are represented as follows, for example there is a con-

volution layer with a size of 5x5x3. Then what is meant 

is 5 pixels in length, 5 pixels in height and 3 dimensions 

in thickness. The convolution filter will move from left to 

right using the dot operation between the input and the 

constant of the filter itself. The result of the dot operation 

is a feature map or activation map. 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 

Figure 2. CNN Architecture (Saha 2018) 
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Subsampling layer 

The concept of the subsampling layer simplifies the 

matrix that is formed to be simpler. Another purpose of 

the subsampling layer is to increase the positional invaria-

tion of features. The method used in subsampling is max 

pooling (Karpathy 2016). In max pooling, it will divide 

the layer into several segments of smaller boxes, then the 

maximum value will be taken from each of the boxes that 

have been divided. From the max pooling process, the 

features will look the same and invariant if the matrix 

experiences translation. An illustration of the pooling 

operation can be seen in Figure 3. 

 

Flattening 

The next stage is the Flattening layer which is a pro-

cess for converting three-dimensional arrays into one 

dimension. The matrix flattening layer gets input from the 

pooling layer and then processes it to the fully connected 

layer for image classification (Karpathy 2016). 

 

Fully connected layer 

The Fully Connected Layer is a layer that is also used 

in the Multi-Layer Perceptron (MLP) which has a func-

tion to perform transformations so that data can be classi-

fied linearly. For each neuron in the convolution layer, it 

is necessary to transform into one dimension, then enter 

into the fully connected layer (Karpathy 2016). This pro-

cess causes loss of spatial information and only applies in 

one direction, so that the fully connected layer will only 

be performed in the last stage. 

The difference between the convolution layer and the 

fully connected layer is in the connected neurons. The 

convolutional layer neurons are only connected to certain 

areas, in contrast to the fully connected layer which is 

connected to all regions. However, there are similarities 

between the two, namely operating the dot product so that 

the results are not too different. 

 

Activation function 

The activation function is used after the output layer 

stages. The Activation Function is used to improve the 

non-linear characterization of the network by calculating 

the total weight of the input (Chi et al. 2020). Rectified 

Linear Unit (ReLU), tanh function and sigmoid are 

commonly used activation functions. In the case of multi-

class classification, the softmax activation function is 

used. 

 

Loss function 

The loss function is an error calculation for the model 

during the model optimization process. The loss function 

defines how close the distribution of the predicted labels 

created by the model corresponds to the true labels 

(Karpathy 2016). The loss function used is cross entropy 

for binary classification and categorical cross entropy for 

multi classification. 

 

Model training  

The training phase involves testing the constructed 

CNN model, utilizing 80% of the total dataset. Here, we 

use two approaches for model training, which are transfer 

learning and full learning. 

 

Transfer learning 

Transfer learning is a machine learning and deep 

learning method that reuses previously trained models. 

The previously trained model will be used as a starting 

point for building a new model with a new task. The use 

of previously trained models can easily provide optimi-

zation for modeling new tasks. The advantage of transfer 

learning is that it provides good performance even with a 

small dataset. In addition, transfer learning can cut time 

in making models. 

 

Inception V3 

Inception V3 is a convolution-based neural network 

architecture used to classify images. This network was 

previously introduced by the development team from 

Google with the name Googlenet or Inception V1 

(Jahandad et al. 2019). It is 42 layers thick and pre-trained 

using one million images from the ImageNet subset. The 

Inception V3 architecture can classify 1000 object 

categories, such as pencils, mice, keyboards, and plants. 

In the initial version of the Inception model, there are four 

layers running in parallel, including convolution layers 

with sizes of 1x1, 3x3, and 5x5, and max pooling with a 

size of 3x3. Figure 4 presents an illustration of inception 

architecture. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Max pooling operation 
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Figure 4. Early versions of inception architecture 

 

Improvements to the Inception v3 model were 

introduced in 2015, this model made modifications to 

several parameters. The main modifications are changing 

the convolution factorization so that it becomes smaller, 

performing asymmetric spatial factorization, additional 

utility classification, and grid sizing that is more efficient 

than before. Modification of the inception model provides 

advantages from several sides, namely higher model 

efficiency, deeper models so that it can cut computation 

time, and computation becomes cheaper. The final model 

of Inception V3 has 42 layers.  

 

VGG-19 

VGG-19 is an artificial neural network with a con-

volution basis to perform image classification tasks. VGG 

is a development of Alexnet which was introduced in 

2012. The development of VGG is carried out by a diffe-

rent group from Alexnet but uses the basic ideas of its pre-

decessor. Visual Geometry Group is the developer of the 

VGG model introduced in 2014 (Ikechukwu et al. 

2021).VGG uses deeper layers to improve model 

accuracy. The VGG-19 architecture has been trained 

using 1.2 million training image datasets, 50 thousand 

validation datasets and 150 thousand testing datasets with 

1000 classes using the imagenet subset. 

The VGG architecture takes an input to the network 

in the form of a matrix with a dimension of (244, 244, 3), 

which is pre-processed by subtracting the average value 

of RGB from each pixel. The architecture uses a 3x3 

kernel with a stride size of 1 and spatial padding to main-

tain the spatial resolution of the image. Next, a 2x2 max 

pooling is applied with a stride size of 2 and Rectified 

Linear Units (ReLU) are used to enhance classification 

and reduce computation time. The fully connected layer 

consists of two layers, each with a size of 4096, and a 

third layer with a size of 1000, followed by the use of the 

softmax function in the last layer. The architectural 

diagram of VGG 19 can be found in Table 2. 

 

MobileNet 

MobileNet is an artificial neural network renowned 

for its portable architecture and impressive efficiency. 

What sets the MobileNet architecture apart from others is 

its unique approach to convolution, utilizing a depthwise 

convolution filter (Howard et al. 2017). Comprising 28 

layers, the MobileNet architecture is composed of depth-

wise convolution and pointwise convolution. The default 

settings result in 4.2 million parameters, but they can be 

adjusted based on modifications to certain hyperpara-

meters. A more in-depth view of MobileNet's architecture 

is shown in Table 3. 

 

Full learning 

Full learning is an approach for constructing machine 

learning or deep learning models from scratch, without 

relying on pre-trained architectures. These models can be 

highly customized and offer great flexibility in terms of 

layer type and depth. However, the complexity and com-

putation time of a full learning model can vary greatly 

depending on the layers built. By optimizing computation 

time and accuracy results, full learning aims to improve 

upon existing architectures. Although full learning does 

not use pre-trained architectures, it may reference layer 

arrangements from previous architectures for guidance. 

 

Model Validation and Evaluation 

Model validation is conducted to test the CNN-

generated model, employing 10% of the dataset.  Testing 

the model aims to verify if the constructed model has 

achieved the expected performance in classifying images 

of ground coffee particle size. 

 

 

RESULTS AND DISCUSSION 
 

Datasets after acquisition, preprocessing and aug-

mentation 

This dataset included 324 obtained images belonging 

to nine categories, with 36 images per category. Table 4 

presents the distribution of images across the categories 

and datasets. Afterward, the data is split into three sets, 

which are training, validation, and test. The results of data 

splitting are presented in Table 5. At the last stage of data 

preparation, data augmentation is executed to multiply 

the number of images to enlarge the dataset, as well as to 

provide further variability of the dataset. Table 6 provides 

the number of images in the dataset after data aug-

mentation. 

Filter Concatenation 

1x1 Convolutions 3x3 Convolutions 5x5 Convolutions 3x3 Max Pooling 

Previous Layer 
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Table 2. VGG-19 layer (Simonyan and Zisserman 2014) 

ConvNet Configuration 

A A-LRN B C D E 

11 weight layers 11 weight layers 13 weight layers 16 weight layers 16 weight layers 19 weight layers 

      

Input (224x224 RGB image) 

Conv3-64 Conv3-64 LRN Conv3-64 
Conv3-64 

Conv3-64 
Conv3-64 

Conv3-64 
Conv3-64 

Conv3-64 
Conv3-64 

maxpool 

Conv3-128 Conv3-128 Conv3-128 
Conv3-128 

Conv3-128 
Conv3-128 

Conv3-128 
Conv3-128 

Conv3-128 
Conv3-128 

maxpool 

Conv3-256 
Conv3-256 

Conv3-256 
Conv3-256 

Conv3-256 
Conv3-256 

Conv3-256 
Conv3-256 
Conv1-256 

Conv3-256 
Conv3-256 
Conv3-256 

Conv3-256 
Conv3-256 
Conv3-256 
Conv3-256 

maxpool 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 
Conv1-512 

Conv3-512 
Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 
Conv3-512 
Conv3-512 

maxpool 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 
Conv1-512 

Conv3-512 
Conv3-512 
Conv3-512 

Conv3-512 
Conv3-512 
Conv3-512 
Conv3-512 

maxpool 

FC-4096 

FC-4096 

FC-1000 

Soft-max 

 
Table 3. MobileNet architecture of the developed model 

Type Stride Kernel Shapes Input Size 

Conv 2 3×3×3×32 224×224×3 

Conv dw 1 3×3×32 112×112×32 

Conv 1 1×1×32×64 112×112×32 

Conv dw 2 3×3×64 112×112×64 

Conv 1 1×1×64×128 56×56×64 

Conv dw 1 3×3×128 56×56×128 

Conv 1 1×1×128×128 56×56×128 

Conv dw 2 3×3×128 56×56×128 

Conv 1 1×1×128×256 56×56×128 

Conv dw 1 3×3×256 28×28×256 

Conv 1 1×1×256×256 28×28×256 

Conv dw 2 3×3×256 28×28×256 

Conv 1 1×1×256×512 14×14×256 

Conv dw 1 3×3×512 14×14×512 

Conv 1 1×1×512×512 14×14×512 

Conv dw 1 3×3×512 14×14×512 

Conv 1 1×1×512×512 14×14×512 

Conv dw 1 3×3×512 14×14×512 

Conv 1 1×1×512×512 14×14×512 

Conv dw 1 3×3×512 14×14×512 

Conv 1 1×1×512×512 14×14×512 

Conv dw 1 3×3×512 14×14×512 

Conv 1 1×1×512×512 14×14×512 

Conv dw 2 3×3×512 14×14×512 

Conv 1 1×1×512×1024 7×7×512 

Conv dw 2 3×3×1024 7×7×1024 

Conv 1 1×1×1024×1024 7×7×1024 

Avg Pool 1 Pool 7 × 7 7×7×1024 

Fully 
Connected 

1 1024 × 1000 1×1×1024 

Softmax 1 Classifier 1×1×1000 

 
 

Table 4. Image acquisition of the dataset 

Category of 
Ground Coffee 

Number of Images 

Microscope 
Dataset 

Cellphone 
Camera Dataset 

Size 1 36 150 
Size 2 36 150 
Size 3 36 150 
Size 4 36 150 
Size 5 36 150 
Size 6 36 150 
Size 7 36 150 
Size 8 36 150 
Size 9 36 150 

Total 324 1350 

 

Model performance 

The experiment was performed to evaluate the per-

formance of the four developed classification models (full 

learning, VGG19, MobileNet, and Inception) based on 

their accuracy in classifying ground coffee particle size 

on the obtained datasets. Based on the results of the model 

observations, Table 7 shows the best training and testing 

computation times for all the architectures used in the 

study. In the cellphone camera dataset, the full learning 

model performed the best in terms of training and valida-

tion speeds, with a value of 2253 seconds. Additionally, 

the testing time for each image was only 0.375 seconds. 

Based on the observations of the microscope dataset, 

the MobileNet architecture achieved the best training 

speed performance, with a total training and validation 

time of 2732 seconds. Additionally, the testing time for 

each image was only 1 second, indicating that the Mobile-
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Net architecture had a significantly faster testing speed 

than the other architectures. 

The VGG-19 architecture had a longer training and 

validation time for both datasets compared to the other 

three architectures, which can be attributed to its thicker 

layers and larger number of parameters. However, since 

training and validation are one-time runs, these longer 

times may not be a significant concern. On the other hand, 

testing time is important, as each image must pass 

through the image classification stage. The VGG-19 

architecture had the longest testing time, taking 21 

seconds per image, indicating that it may not be the most 

efficient option for real-time image classification tasks. 

Table 8 presents the results of performance testing on 

the four architectures, with the VGG-19 model demons-

trating the best performance on both datasets. Specifi-

cally, the cellphone camera dataset achieved a training 

accuracy score of 0.990, validation of 0.901, and testing 

of 0.800. Meanwhile, the microscope dataset achieved a 

training accuracy score of 0.974, but lower validation and 

testing scores of 0.502 and 0.576, respectively, suggest-

ing that the model may be overfitting to the training data. 

 
Table 5. Data splitting of the dataset 

Category of Ground 
Coffee 

Microscope Dataset Cellphone camera dataset 

Training  Validation Dataset  Training  Validation Dataset  

Size 1 120 15 15 33 2 1 
Size 2 120 15 15 27 4 5 
Size 3 120 15 15 26 5 5 
Size 4 120 15 15 26 5 5 
Size 5 120 15 15 30 3 3 
Size 6 120 15 15 28 4 4 
Size 7 120 15 15 31 1 4 
Size 8 120 15 15 31 4 1 
Size 9 120 15 15 28 4 4 

Total 1080 135 135 260 32 32 

 
Table 6. The number of images after preprocessing and augmentation of the dataset 

Category of 
Ground Coffee 

Microscope Dataset Cellphone camera dataset 

Training  Validation Dataset  Training  Validation Dataset  

Size 1 1080 135 135 825 50 25 
Size 2 1080 135 135 675 100 125 
Size 3 1080 135 135 650 125 125 
Size 4 1080 135 135 650 125 125 
Size 5 1080 135 135 750 75 75 
Size 6 1080 135 135 700 100 100 
Size 7 1080 135 135 775 25 100 
Size 8 1080 135 135 775 100 25 
Size 9 1080 135 135 700 100 100 

Total 9720 1215 1215 6500 800 800 

 
Table 7. Time performance of all models 

Model Dataset Epoch 
Training and Validation Testing 

Duration (s) Duration per Image (s) 

Full Learning 
 Cellphone Camera  5 2253 0.375 

Microscope 22 6447 0.379 

VGG-19 
Cellphone Camera 23 161392 21 

Microscope 22 106548 21 

MobileNet 
Cellphone Camera 22 8933 1 

Microscope 10 2732 1 

Inception V3 
Cellphone Camera 30 54962 6 

Microscope 5 6115 6 

 
Table 8. Model performance of all models 

Model Dataset Epoch 
Training Validation Testing 

Accuracy Accuracy Accuracy 

Full Learning 
Cellphone Camera 5 0.970 0.754 0.638 

Microscope 22 0.982 0.353 0.414 

VGG-19 
Cellphone Camera 23 0.990 0.901 0.800 

Microscope 22 0.974 0.502 0.576 

MobileNet 
Cellphone Camera 22 0.978 0.829 0.703 

Microscope 10 0.884 0.40 0.444 

Inception V3 
Cellphone Camera 30 0.970 0.808 0.690 

Microscope 5 0.569 0.357 0.402 

 



Jurnal Mutu Pangan Vol. 11(1): 36-51, 2024 

 

46  @JMP2024 

DOI: 10.29244/jmpi.2024.11.1.36 

The VGG-19 model outperformed the other three 

architectures, namely transfer learning, Inception V3, and 

MobileNet for both the cellphone camera and microscope 

datasets, owing to its larger training parameters. The 

VGG-19 architecture had a layer depth of 19 and 

143,667,240 training parameters (Chollet 2015), which 

results in excellent accuracy as compared to the other 

architectures. 

On the other hand, the MobileNet architecture had 

only 4,300,000 training parameters and 55-layer depths 

(Chollet 2015), but it still produced good performance 

with a short training time of 8933 seconds for the cell-

phone camera dataset and 2732 seconds for the micros-

cope dataset. The MobileNet architecture achieved an 

accuracy score of 0.703 for the cellphone camera dataset 

and 0.444 for the microscope dataset. 

Meanwhile, the Inception V3 architecture had the 

deepest layer among the three architectures with a total of 

24,000,000 training parameters and 189 layer depths 

(Chollet 2015). However, the performance of this archi-

tecture was worse than the simpler MobileNet architec-

ture. The number of layer depths does not determine the 

performance of the model; the performance is more 

affected by the type of filter used and the number of 

training parameters. The more training parameters a 

model has, the better its accuracy. 

The full learning model performed the worst among 

the other three models. This can be attributed to the fact 

that the VGG-19, Inception V3, and MobileNet transfer 

learning architectures were trained on a vast collection of 

diverse images, consisting of over 1.3 million data points 

and 1000 classes, called the ImageNet dataset. On the 

other hand, the full learning model only used 8 sequential 

layers without any functional layers, unlike the other 

three architectures. However, the full learning model had 

its advantages over the other architectures. With its 

straightforward layer arrangement, model training was 

quicker and more straightforward. 

 

Best model 

The accuracy of the developed model in classifying 

each class is presented in the confusion matrix. Based on 

the presented confusion matrix in Figure 5, the VGG 19 

model achieved an accuracy of 0.8 on the cellphone 

camera dataset. The number of correct predictions for 

each class were as follows: 119 images in class 1, 121 

images in class 2, 114 images in class 3, 124 images in 

class 4, 104 images in class 5, 88 images in class 6, 104 

images in class 7, 83 images in class 8, and 116 images in 

class 9. However, the confusion matrix showed that 

categories 6 and 8 had accuracies below the average 

accuracy, and the precisions of class 6 and 8 were 

reported to be 0.65 and 0.61 respectively in Figure 6. 

Therefore, these classes had lower performance than the 

other classes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 5. Confusion matrix of VGG19 for cellphone camera dataset 
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Figure 6. Classification report model of VGG19 for cellphone camera dataset 
 

Upon observation of the acquired cellphone camera 

images, it was found that the precision score of classes 6 

and 8 was below that of the other classes due to the 

characteristics of the ground coffee particle size of the 

coffee beans. Larger particle sizes of coffee beans 

resulted in more inhomogeneous particle sizes, while 

smaller particle sizes produced more homogeneous 

particle sizes. This inhomogeneous particle size caused 

the precision of the grade 6 and 8 coffee bean particle 

sizes to be below the average precision of the other 

classes. Classes 1 to 4, on the other hand, had a precision 

score above the average macro accuracy, which was 

consistent with the particle homogeneity character 

possessed by coffee mills with smaller sizes. 

Figure 7 showcases an instance of correct prediction 

made by the VGG-19 model on the testing data. The 

images below were accurately predicted as class 0 or mill 

category 1, with the original images also belonging to 

class 0 or mill category 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 7. Correct Predictions of the VGG-19 Model 

Figure 8 illustrates some instances of prediction 

errors made by the VGG-19 model on the cellphone 

camera dataset. The actual images belonged to class 0 or 

mill category 1. However, the three images below were 

predicted as class 1 or mill category 2, and one image was 

predicted as class 3 or mill category 4. Upon closer 

inspection, it was found that the image predicted as class 

3, which was originally from class 0, had a predominantly 

white background. This was one of the factors that may 

hinder the model's ability to generalize the test image. 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Wrong predictions of the VGG-19 model 

 

Observing the confusion matrix in Figure 9, the VGG 

19 model with a microscope dataset achieved an accuracy 

value of 0.58. This value was based on the correct 

predictions of 3 images in class 1, 87 images in class 2, 

76 images in class 3, 79 images in class 4, 45 images in 

class 5, 33 images in class 6, 46 images in class 7, 18 

images in class 8, and 74 images in class 9. A closer look 

at each class revealed contrasting results, with some 

classes having a high number of true classes (e.g., class 

Predicted Class 0, Actual Class 0 Predicted Class 0, Actual Class 0 

Predicted Class 0, Actual Class 0 Predicted Class 0, Actual Class 0 

Predicted Class 1, Actual Class 0 
000 

Predicted Class 1, Actual Class 0 

Predicted Class 3, Actual Class 0 Predicted Class 1, Actual Class 0 
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2) while others have low accuracy (e.g., class 1). This 

could be due to the uneven distribution of the test dataset, 

but it was generally not a concern as the training process 

introduces and generalizes each class. 

The classification report in Figure 10 shows that 

some classes had lower precision scores than others. For 

example, class 1 had a precision score of only 0.12, while 

class 6 had a score of 0.33. These results can be attributed 

to the fact that the testing data for class 1 only consists of 

one image prior to the augmentation process. If this image 

had features that cannot be generalized by the model, 

precision may suffer. Additionally, the homogeneity of 

coffee particle sizes may have contributed to the lower 

precision in class 6 compared to other classes. 

Two factors contributed to the difference in perfor-

mance between cellphone camera and microscope data-

sets. First, the pixel size of the microscope sensor was 

only 1.2 megapixels, while the cellphone camera had a 12 

megapixel sensor. Since small particles from coffee 

grounds required high-quality images, a smartphone 

camera was better suited for this task. Second, after the 

augmentation process, the cellphone camera dataset 

contained 12,150 images while the microscope dataset 

only had 8,100 images. Deep learning required a large 

amount of data for optimal accuracy, so the cellphone 

camera dataset outperformed the microscope dataset 

across different models. 

While VGG-19 was a model with good performance, 

there was a significant gap between training accuracy and 

testing accuracy in its overall architecture, as depicted in 

Figure 11. The difference between validation and testing 

accuracy ranged from 0.19 at best to 0.5 at worst. Addi-

tionally, the loss value experienced a similar gap, with a 

high difference between training and validation as shown 

in Figure 12. Moreover, the validation loss value in-

creased with each higher epoch. This condition of a large 

gap between training and validation accuracy and loss 

values was referred to as overfitting. The cause of this 

issue across the entire model can be attributed to the 

dataset, which failed to meet the required criteria in terms 

of both the amount of data and the quality of images. 

Based on the experimental results and information 

provided, it was evident that the VGG-19 model using a 

microscope dataset was not suitable for classifying coffee 

ground particle sizes due to its low accuracy of 0.58. 

Implementing such a model can lead to inaccurate bre-

wing recommendations, affecting the taste of the brewed 

coffee and causing wastage of coffee material in indus-

trial settings. 

On the other hand, using the VGG-19 model with a 

cellphone camera dataset yielded an accuracy score of 

0.8, making it useful for assisting in grinder calibration. 

Notably, precision values for class 1 are important in 

grinder calibration, as this class corresponds to the parti-

cle size used in the calibration process. However, preci-

sion values for classes 6 and 8 were below average, indi-

cating a potential for errors in the brewing method when 

using this coffee particle size classification application. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Confusion matrix of VGG19 model for microscope dataset 
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Figure 10. Classification report of VGG19 model for microscope dataset 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Training and validation accuracy of the VGG-19 model for cellphone camera dataset 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 12. Training and validation loss of the VGG-19 for cellphone cameras dataset 
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It is important to note that the VGG-19 model tended 

to fail in predicting grades 6, 7, and 8, instead predicting 

them as class 9. This phenomenon occurred in both 

cellphone cameras and microscope datasets and may be 

attributed to the grinder machine's decreasing homoge-

neity in particle size in higher classes. As a result, the mo-

del may misclassify ground coffee with size 9 in classes 

6, 7, and 8, leading to inaccurate predictions. 

The classification results can determine coffee bre-

wing recommendations according to the size of the 

ground coffee powder. This can make it easier for consu-

mers to find ground coffee when they do not know the 

size of the particle and help to determine the suitable 

method for brewing coffee. Furthermore, this classifica-

tion can simplify the production process at the café as a 

tool for recalibrating coffee grinder machines so that they 

comply with standards for making perfect coffee without 

having to discard the raw coffee powder material to 

recalibrate the grinder machine.  

The calibration process using computer vision cuts 

out one process, namely the extraction of coffee grounds 

to look for flavors according to standards. So, practically, 

its use is for the adjustment of the grinder machine, in 

which the coffee particle categories can be inspected by 

using the developed model, based on the image of the 

powder. If it is not appropriate, the grinder machine is 

reset. The conventional calibration stage requires one 

necessary step, which is the coffee powder extraction pro-

cess. By using the proposed prediction model, this step 

can be omitted, thus reducing setup time and costs due to 

wasted raw materials. 

In addition, this study enriches the literature regard-

ing artificial intelligence applications in agriculture espe-

cially for inspection in coffee industry, which is then 

helpful to promote the growth of coffee consumption 

among enthusiast and casual consumers. 

 

 

CONCLUSION 
 

Based on the results of research that has been con-

ducted using the full learning models VGG-19, Inception 

V3, and MobileNet, the following conclusions can be 

drawn. Firstly, experiments on coffee ground particle 

fineness classification using camera phone datasets and 

microscopes resulted in a model capable of classifying 

coffee bean fineness into nine different classes. Secondly, 

the VGG-19 transfer learning architecture was found to 

be the best model for coffee ground size classification, 

achieving an accuracy of 0.8 for the cellphone camera 

dataset, while the model that used the microscope dataset 

only achieved an accuracy of 0.58. The full learning 

architecture model for the camera phone dataset achieved 

an accuracy value of 0.638, while for the microscope 

dataset, the accuracy value achieved was only 0.414. The 

model with the best architecture was generated from an 
experiment using the VGG-19 architecture transfer 

learning with an accuracy value of 0.8. Thirdly, the classi-

fication model performance with the VGG-19 architec-

ture for the whole class had an accuracy of 0.8. However, 

in classes 6 and 8, it had a precision value of 0.65 and 

0.61, respectively. This was due to the homogeneity of 

the mill size, which worsens with the larger class size. 

Therefore, precision in classes 6 to 9 tended to be lower 

than classes 1 to 5. The results confirmed that the pro-

posed classification model can be implemented in assist-

ing the calibration process of grinding machine. Additio-

nally, the proposed model can be easily used by coffee 

enthusiasts to correctly identify ground coffee particle 

types for specific brewing methods since it uses phone 

camera images. By correctly using suitable particle size, 

the brewing process can deliver coffee beverages accord-

ing to the standard quality and characteristics of each 

brewing method. 
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