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1. Introduction

The purposes of this paper are to collect results concerning identi-
fiability of finite mixtures which are scattered in several journals and
books, and to present them as coherent as possible.

A good review of this subject can be found in [?], [?] and [?]. In
particular, [?] provides extensive references.

We will begin with definition of finite mixtures and identifiability of
finite mixtures. After that we discuss the identifiability properties of
finite mixtures in the next section

2. Identifiability of Finite Mixtures

A formal definition of mixture distribution cited from [?] is as follows.

Definition 2.1. Let F = {F (·, θ) : θ ∈ B} constitute a family of
one dimensional distribution functions taking values in Y indexed by a
point θ in a Borel subset B of Euclidean m-space R

m, such that F (·, ·)
is measurable in Y × B. Let G be any distribution function such that
the measure µG induced by G assigns measure 1 to B. Then

H(y) =

∫

B
F (y, θ) dµG(θ) =

∫

B
F (y, θ) dG(θ) (2.1)

is called a mixture distribution and G is called the mixing distri-

bution.

Reference [?] gives a corresponding definition for a mixture density,
29
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Definition 2.2. Let F = {f(·, θ) : θ ∈ B} constitute a family of one
dimensional density functions indexed by a point θ in a Borel subset
B of Euclidean m-space R

m, such that f(·, ·) is measurable in Y × B.
Let G be any distribution function such that the measure µG induced
by G assigns measure 1 to B. Then

h(y) =

∫

B
f(y, θ) dµG(θ) =

∫

B
f(y, θ) dG(θ) (2.2)

is called a mixture density and G is called the mixing distribution.

Example 2.3. Let F be the family of uniform distribution functions
U(a, b) with range (a, b), where a ≤ b. Let

G(a, b) = 1
2
δ(−2,1) + 1

2
δ(−1,2), a, b ∈ R, a ≤ b,

where δ(a,b) is Dirac distribution of a point mass at (a, b). Then,

H(y) =

∫

{(a,b):a,b∈R,a≤b}
U(a, b) dG(a, b) = 1

2
U(−2, 1) + 1

2
U(−1, 2), y ∈ R

is a mixture distribution.

Example 2.4. Let F be the family of Poisson density function f(·, θ),
where

f(y, θ) =
e−θθy

y!
, y = 0, 1, . . . and θ ∈ (0,∞).

Let

G(θ) = e−θ, θ ∈ (0,∞).

Then from the simple recurence h(y) = 1
2
h(y − 1), h(0) = 1

2
,

h(y) =

∫ ∞

0

e−θθy

y!
· e−θ dθ = 2−(y+1), y = 0, 1, . . .

is a mixture density

From Definitions ?? and ??, it can be seen that a mixture distribu-
tion and a mixture density can be derived from one another. Hence,
it is enough to consider mixture distributions only. However, the re-
sults that we have for mixture distributions will also apply for mixture
densities.

Let G denote the class of all such m-dimensional distribution func-
tions G and H the induced class of mixtures H on F . Teicher [?]
defines the identifiability of H as follows.

Definition 2.5. A class of mixture distributions H is said to be iden-

tifiable if and only if the equality of two representations
∫

B
F (y, θ) dG(θ) =

∫

B
F (y, θ) dĜ(θ), ∀y ∈ Y

implies G = Ĝ.
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Definition ?? given above is the general one, but most of our ap-
plications are concerned with a special type of mixture. This type is
generated by the special case when G is discrete and assigns positive
probability to only finite number of points, as in the Example ??.

Definition 2.6. H is called a finite mixture if its mixing distribu-
tion G or rather the corresponding measure µG is discrete and assigns

positive mass to only a finite number of points in B. Thus the class H̃

of finite mixtures on F is defined by

H̃ =
{

H(·) : H(·) =
N∑

i=1

ciF (·, θi), ci > 0,
N∑

i=1

ci = 1, F (·, θi) ∈ F ,

N = 1, 2 . . .
}

that is, H̃ is the convex hull of F .

Remarks 2.7. In every expression of finite mixture

H(·) =
N∑

i=1

ciF (·, θi),

θ1, . . . , θN are assumed to be distinct members of Θ. The ci and θi, i =
1, . . . , N will be called respectively the coeffients and support points of
the finite mixture.

Applying Definition ?? to the class of finite mixtures, we have the
identifiability criteria for finite mixtures. The following formal defini-

tion states that the class of finite mixtures H̃ is identifiable if and only

if all members of H̃ are distinct.

Definition 2.8. Let H̃ be the class of finite mixtures on F . H̃ is
identifiable if and only if

N∑

i=1

ciF (·, θi) =

bN∑

i=1

ĉiF (·, θ̂i)

implies N = N̂ and for each i, 1 ≤ i ≤ N , there is j, 1 ≤ j ≤ N , such

that ci = ĉj and θi = θ̂j.

Definition ?? can be stated in different way using Dirac distributions.
To show this, the following lemma is needed.

Lemma 2.9. Suppose that

N∑

i=1

ciδθi
=

bN∑

i=1

ĉiδbθi
, (2.3)
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for

ci ≥ 0, i = 1, . . . , N,
N∑

i=1

ci = 1

ĉi ≥ 0, i = 1, . . . , N̂ ,

bN∑

i=1

ĉi = 1

θi, θj ∈ Θ, , i = 1, . . . , N, j = 1, . . . , N̂

where δθ denotes the Dirac distribution of a point mass at θ.

1. Suppose there are i, j, where 1 ≤ i ≤ N and 1 ≤ j ≤ N̂ , such

that θi = θ̂j. Let D = {k : θk = θi} and D̂ = {k : θ̂k = θ̂j}, then∑

k∈D

ck =
∑

k∈ bD

ĉk.

2. If ci > 0, for some i, 1 ≤ i ≤ N , then there is j, 1 ≤ jN̂ , such

that θi = θ̂j.

3. If ci > 0 and θi are distinct, for i = 1, . . . , N , then N̂ ≥ N and

for every i = 1, . . . N , there is j, 1 ≤ j ≤ N̂ such that θi = θ̂j.

4. If ci > 0 and θi are distinct for i = 1, . . . , N and N = N̂ , then
there is a permutation σ on {1, . . . , N} such that ci = ĉσ(i) and

θi = θ̂σ(i), for i = 1, . . . , N

Proof :

To prove (a), suppose that there are i, j, where 1 ≤ i ≤ N and 1 ≤ j ≤

N̂ , such that θi = θ̂j. Let D = {k : θk = θi} and D̂ = {k : θ̂k = θ̂j}.
Let ζ be a smooth real function defined on Θ such that :

ζ(θ) =

{
1, if θ = θi

0, if θ ∈
(
{θ1, . . . , θN} ∪ {θ̂1, . . . , θ̂ bN}

)
\ {θi}.

(2.4)

By (??) and (??),

N∑

k=1

∫

Θ

ckζ(θ)δθk
(θ) =

bN∑

k=1

∫

Θ

ĉkζ(θ)δbθk
(θ)

N∑

k=1

ckζ(θk) =

bN∑

k=1

ĉkζ(θ̂k)

∑

k∈D

ck =
∑

k∈ bD

ĉk. (2.5)

For (b), let ci > 0, for some i, 1 ≤ i ≤ N . Suppose that θi 6= θ̂j, for

every j = 1, . . . , N̂ , then by (??)
∑

k∈D

ck = 0,
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implying ck = 0 for all k ∈ D. Since i ∈ D, then ci = 0, contradicting

with ci > 0. Thus there must be j, 1 ≤ j ≤ N̂ , such that θi = θ̂j

For (c) and (d), suppose that ci > 0 and θi are distinct, for i =

1, . . . , N . By part (b), for every i = 1, . . . , N , there is j, 1 ≤ j ≤ N̂ ,
such that

θi = θ̂j. (2.6)

Since θi are all distinct for i = 1, . . . , N , then it must be N̂ ≥ N . If

N = N̂ , the mapping i 7→ j is bijective. Let σ be the mapping and by
(??),

θi = θσ(i), for i = 1, . . . , N. (2.7)

By (??) and (??),

ci = cσ(i), for i = 1, . . . , N.

Lemma 2.10. Let H̃ be the class of finite mixtures on F . H̃ is iden-
tifiable if and only if

N∑

i=1

ciF (·, θi) =

bN∑

i=1

ĉiF (·, θ̂i) =⇒ N = N̂ ,
N∑

i=1

ciδθi
=

N∑

i=1

ĉiδbθi
.

Proof :

To prove the lemma is enough to show that the necessary and sufficient
condition for

N∑

i=1

ciδθi
=

N∑

i=1

ĉiδbθi

where:

ci, ĉi > 0, i = 1, . . . , N,
∑N

i=1 ci = 1,
∑N

i=1 ĉi = 1
θi are distinct for i = 1, . . . , N

θ̂i are distinct for i = 1, . . . , N̂ ,

is for each i, i = 1, . . . , N , there is j, 1 ≤ j ≤ N such that ci = ĉj and

θi = θ̂j. The sufficient condition is obvious and the necessity follows
from part (d) of Lemma ??.

The following theorem is the first result concerning the sufficient
conditions of the identifiability of finite mixtures.

Theorem 2.11 (Teicher [?]). Let F = {F (·, θ) : θ ∈ B} be a family of
one dimensional distribution functions indexed by a point θ in a Borel
subset B of Euclidean m-space R

m such that F (·, ·) is measurable in
R × B. Suppose there exists a transform

M : F 7→ φ,
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where φ is a real valued functions defined on some Sφ, such that M is
linear and injective. If there is a total ordering (¹) of F such that
F1 ≺ F2 implies

1. Sφ1 ⊂ Sφ2,
2. The existence of some t1 ∈ S̄φ1 (t1 being independent of φ2) such

that :

lim
t→t1

φ2(t)

φ1(t)
= 0,

then the class H̃ of all finite mixtures on F is identifiable.

Proof :

Suppose there are two finite sets of elements of F , say F1 = {F (·, θi) :

i = 1, . . . , N} and F2 = {F (·, θ̂j) : j = 1, . . . , N̂} such that

N∑

i=1

ciF (y, θi) =

bN∑

j=1

ĉjF (y, θ̂j), ∀y ∈ R, (2.8)

where

0 < ci, ĉj ≤ 1,
N∑

i=1

ci = 1,

bN∑

j=1

ĉj = 1.

Without loss of generality, index F1 and F2 such that for i < j,

F (·, θi) ≺ F (·, θj) and F (·, θ̂i) ≺ F (·, θ̂j).

If F (·, θ1) 6= F (·, θ̂1), suppose without loss of generality that

F (·, θ1) ≺ F (·, θ̂1),

then

F (·, θ1) ≺ F (·, θ̂j), j = 1, . . . , N̂ .

Apply the transform to (??). Then for t ∈ T1 = Sφ1 ∩ {t : φ1(t) 6= 0},

N∑

i=1

ciφi(t) =

bN∑

j=1

ĉjφ̂j(t)

c1 +
N∑

i=2

ci

φi(t)

φ1(t)
=

bN∑

j=1

ĉj

φ̂j(t)

φ1(t)
.

Letting t → t1, through values in T1, we have c1 = 0, contradicting
(??) that c1 > 0. Thus

F (·, θ1) = F (·, θ̂1)
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and for any t ∈ T1,

(c1 − ĉ1) +
N∑

i=2

ci

φi(t)

φ1(t)
=

bN∑

j=2

ĉj

φ̂j(t)

φ1(t)
.

Again, letting t → t1, through values in T1, we have c1 = ĉ1. So now,

N∑

i=2

ciF (y, θi) =

bN∑

j=2

ĉjF (y, θ̂j), ∀y ∈ R.

Repeating the same argument min(N, N̂) times, we have

F (·, θi) = F (·, θ̂i) and ci = ĉi,

for i = 1, 2, . . . , min(N, N̂).

If N 6= N̂ , without loss of generality assume N > N̂ . Then

N∑

i= bN+1

ciF (y, θi) = 0 ∀y ∈ R.

Letting y → ∞ in the above equation, implies ci = 0 for i = N̂ +1, N̂ +
2, . . . , N , in contradiction to (??). Therefore

N = N̂ , ci = ĉi and F (·, θi) = F (·, θ̂i),

for i = 1, 2, . . . , N . But F (·, θi) = F (·, θ̂i) imply θi = θ̂i, for all i =

1, 2, . . . , N . Then by definition H̃ is identifiable.
An important application of Theorem ?? is the identifiability of the

class of finite mixtures of one-dimensional normal distributions, the
class of finite mixtures of one-dimensional gamma distributions and
the class of finite mixtures of one-dimensional Poisson distributions.

Lemma 2.12 (Teicher [?]). The class of all finite mixtures of one di-
mensional normal distributions is identifiable.

Proof :

Let N = {N(·; θ, σ2) : θ ∈ R, σ > 0} be a family of normal distribu-
tions, where N(·; θ, σ2) denotes a normal distribution with mean θ and
variance σ2.

Let N(·; θ, σ2) ∈ N and define its (Laplace) transform by

φ(t; θ, σ2) =

∫ ∞

−∞
N(y; θ, σ2) e−ty dy

=

∫ ∞

−∞

1
σ
√

2π
e−

1
2(

y−θ

σ )
2

e−ty dy

= e
1
2
σ2t2−θt,

where t ∈ Sφ = (−∞,∞).
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Order N by

N1 = N(·; θ1, σ
2
1) ≺ N(·; θ2, σ

2
2) = N2

if σ1 > σ2 or if σ1 = σ2, but θ1 < θ2.

Let N1 = N(·; θ1, σ
2
1) and N2 = N(·; θ2, σ

2
2) in N such that N1 ≺ N2

and let φ1(·; θ1, σ
2
1) and φ2(·; θ2, σ

2
2) be their transform respectively.

Sφ1 = Sφ2 = (−∞,∞). Take t1 = ∞. If σ1 > σ2, then

lim
t→∞

φ2(t)

φ1(t)
= lim

t→∞
e


(σ2

2−σ2
1)t2

2
−(θ2−θ1)t

ff

= 0,

since

lim
t→∞

e


(σ2

2−σ2
1)t2

2

ff

= 0.

If σ1 = σ2 and θ1 < θ2, then

lim
t→∞

φ2(t)

φ1(t)
= lim

t→∞
e{−(θ2−θ1)t} = 0.

Then the identifiability of the class of finite mixtures of N follows from
Theorem ??.

Lemma 2.13 (Teicher [?]). The class of all finite mixtures of gamma
distributions is identifiable

Proof :

Let F = {F (·; θ, α) : θ > 0, α > 0} be a family of gamma distrsibu-
tions, where

F (y; θ, α) = θα

Γ(α)

∫ y

0

xα−1e−θx dx , α > 0, θ > 0.

Let F (·; θ, α) ∈ F , define its (Laplace) transform as follows.

φ(t; θ, α) =

∫ ∞

0

θα

Γ(α)
xα−1e−θxe−tx dx

= θα

Γ(α)
· Γ(α)

(θ+t)α

=
(
1 + t

θ

)−α
, for t > −θ.

Order F by

F1 = F (·; θ1, α1) ≺ F (·; θ2, α2) = F2

if θ1 < θ2 or θ1 = θ2 but α1 > α2.

Let F1 = F (·; θ1, α1) and F2 = F (·; θ2, α2) be any elements of N , such
that F1 ≺ F2 and let φ1(·; θ1, α1) and φ2(·; θ2, α2) be their transform
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respectively. Then Sφ1 = (−θ1,∞) ⊂ Sφ2 = (−θ2,∞). If θ1 < θ2, then

lim
t→−θ1

φ2(t; θ2, α2)

φ1(t; θ1, α1)
= lim

t→−θ1

(
1 + t

θ2

)−α2

(
1 + t

θ1

)−α1
= 0,

since lim
t→−θ1

(
1 + t

θ1

)−α1

= ∞. If θ1 = θ2, but α1 > α2, then

lim
t→−θ1

φ2(t; θ2, α2)

φ1(t; θ1, α1)
= lim

t→−θ1

(
1 + t

θ2

)−α2

(
1 + t

θ1

)−α1
= lim

t→−θ1

(
1 + t

θ1

)α1−α2

= 0,

since α1−α2 > 0. Then by Theorem ??, the class of all finite mixtures
of gamma distributions is identifiable.

Corollary 2.14. The class of all finite mixtures of negative exponen-
tial distribution is identifiable

Proof :

Let F = {F (·, θ) : θ > 0} be the family of exponential distributions,
where

F (y, θ) =

∫ y

0

θe−θx dx , θ > 0.

It can be seen that F is a special case of the family of gamma distri-
butions in Lemma ?? with α = 1, then the result follows.

Lemma 2.15. The class of all finite mixtures of Poisson distributions
is identifiable.

Proof :

Let F = {f(·, θ) : θ > 0} be the family of Poisson distribution with
mean θ, where

f(y, θ) =
e−θθy

y!
, y = 0, 1, 2, . . . and θ > 0.

For f(·, θ) ∈ F , define its transform as follows

φ(t, θ) =
∞∑

y=0

ety ·
e−θθy

y!

= e−θ

( ∞∑

y=0

θy

y!
ety

)

= e−θ

( ∞∑

y=0

(etθ)y

y!

)

= eetθ · e−θ

= eθ(et−1) , t ∈ R.
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Order F by

f1 = f(·, θ1) ≺ f(·, θ2) = f2 if θ1 > θ2.

Let f1 = f(·, θ1) and f2 = f(·, θ2) be in F , such that f1 ≺ f2 and
let φ1(·, θ1) and φ2(·, θ2) be their transforms respectively. Then Sφ1 =
Sφ2 = (−∞,∞) and

lim
t→∞

φ2(t)

φ1(t)
= lim

t→∞

eθ2(et−1)

eθ1(et−1)

= lim
t→∞

eθ2(et−1)−θ1(et−1)

= lim
t→∞

e(θ2−θ1)(et−1)

= 0 ,

since θ2 − θ1 < 0. Then the result follows from Theorem ??.
Yakowitz and Spragins [?] extended Teicher’s results of identifiability

to include multidimensional distribution functions. Let

Fn = {F (·, θ) : θ ∈ B}

be a family of n-dimensional distribution functions taking values in R
n

indexed by a point θ in a borel subset B of Euclidean m-space R
m,

such that F (·, ·) is measurable in R
n × B.

Let H̃n be the class of all finite mixtures on Fn defined as in Defi-
nition ??, that is,

H̃n =
{

H(·) : H(·)=
N∑

i=1

ciF (·, θi), ci > 0,
N∑

i=1

ci =1, F (·, θi) ∈ Fn,

N = 1, 2 . . .
}
.

As in one dimensional case, for every finite mixture

H(·) =
N∑

i=1

ciF (·, θi),

θ1, . . . , θN are assumed to be distinct.

Theorem 2.16 (Yakowitz and Spragins [?]). A necessary and suffici-

ent condition that the class H̃n of all finite mixtures on Fn be iden-
tifiable is that Fn be a linearly independent set over the field of real
numbers.

Proof :

Necessity:
Suppose Fn is not a linearly independent set over the field of real
numbers. Let

N∑

i=1

aiF (y, θi) = 0, ∀y ∈ R
n,
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where ai ∈ R, i = 1, 2, . . . , N , be a linear relation in Fn.
Assume the ai’s are subscripted so that

ai < 0 ⇐⇒ i ≤ M .

Then

M∑

i=1

|ai|F (y, θi) =
N∑

i=M+1

|ai|F (y, θi) ∀y ∈ R
n . (2.9)

By letting y → ∞ in (??), where ∞ = (∞,∞, . . . ,∞),

M∑

i=1

|ai| =
N∑

i=M+1

|ai|. (2.10)

Let

b =
M∑

i=1

|ai| and ci =
|ai|

b
, i = 1, . . . , N. (2.11)

By (??) and (??),

b > 0

ci > 0, i = 1, . . . ,M,
M∑

i=1

ci = 1

ci ≥ 0, i = M + 1, . . . , N,
N∑

i=M+1

ci = 1.

Then

M∑

i=1

ciF (·, θi) =
N∑

i=M+1

ciF (·, θi)

are two distinct representations of the same finite mixture and therefore

H̃n can not be identifiable.

Sufficiency :
Let 〈Fn〉 be the span of Fn. If Fn is linearly independent, then it
is a bases for 〈Fn〉. Two distinct representations of the same mixture

implied by the non-identifiability of H̃n ⊂ 〈Fn〉 would contradict the
uniqueness of representation of bases.

From the properties of isomorphisms, Fn is linearly independent if
and only if the image of the isomorphism is linearly independent in the
image space, the corollary below follows.

Corollary 2.17. The class H̃n of all finite mixtures of the family Fn

is identifiable if and only if the image Fn under any vector isomorphism
of 〈Fn〉 be linearly independent in the image space.
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The most important result of the application of Theorem ?? is the
identifiability of the family of finite mixtures of multidimensional nor-
mal distributions.

Lemma 2.18 (Yakowitz and Spragins [?]). The family of n dimensi-
onal normal distribution functions generates identifiable finite mix-
tures.

Proof :

Let

N = {N(·; θ, Λ) : θ ∈ R
n and Λ is an n × n positive definite matrix }

be a family of n-dimensional normal distribution with mean vector θ
and covariance matrix Λ.

For N(·; θ, Λ) ∈ N , let M(·; θ, Λ) be its moment generating function
defined by

M(t; θ, Λ) =

∫

R
n
exp{−tT y}N(y; θ, Λ) dy

= exp
{
θT t + 1

2
tT Λt

}
, t ∈ R

n.

Note that θ, t and y are n-dimensional column vectors. It is clear that
the mapping N 7→ M is an isomorphism.

Suppose that N does not generate identifiable finite mixtures. Then
by Corollary ??, the set

M = {M(·; θ, Λ) : θ ∈ R
n and Λ is an n × n positive definite matrix }

is a linearly dependent set over R. There are M ≥ 1, di ∈ R, di 6=
0, i = 1, . . . ,M and distinct pairs (θi, Λi), i = 1, . . . ,M such that

M∑

i=1

di exp
{
θT

i t + 1
2
tT Λit

}
= 0, t ∈ R

n. (2.12)

Consider a special case of (??), when t = αs, for a fixed vector s and
α ∈ R. Then (??) becomes

M∑

i=1

di exp
{
α(θT

i s) + 1
2
α2(sT Λi s)

}
= 0, α ∈ R. (2.13)

If all θi, i = 1, . . . ,M are identical, then all Λi, i = 1, . . . ,M are
distinct. For i 6= j, 1 ≤ i, j ≤ M ,

sT Λi s = sT Λj s ⇐⇒ s ∈
{
z : zT (Λi − Λj)z = 0

}
.

So if

s /∈
⋃

i6=j, 1≤i,j≤M

{
z : zT (Λi − Λj)z = 0

}
,
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then sT Λi s, for i = 1, . . . ,M are all distinct positive real numbers,
implying the pairs of real numbers (θT

i s, stΛi s), i = 1, . . . ,M are dis-
tinct.

Otherwise, Suppose without loss of generality that θ1, . . . , θk, for some
k, k < M , are the only distinct vectors among θ1, . . . , θM . Then for
i 6= j, 1 ≤ i, j ≤ k,

θT
i s = θT

j s ⇐⇒ s ∈
{
z : (θT

i − θT
j )z = 0

}
.

So if

s /∈
⋃

i6=j, 1≤i,j≤k

{
z : (θT

i − θT
j )z = 0

}
,

then the real numbers θT
i s, i = 1, . . . , k are distinct. Since the (θi, Λi), i =

1, . . . ,M are all distinct, then the Λi, i = k + 1, . . . ,M with the same
θi, are different. So if

s /∈
⋃

i6=j, k+1≤i,j≤M

{
z : zT (Λi − Λj)z = 0

}
,

then the real numbers sT Λi s, i = k + 1, . . . ,M are distinct. Conse-
quently, for

s /∈
⋃

i6=j, 1≤i,j≤k

{
z : (θT

i − θT
j )z = 0

}

⋃ ⋃

i6=j, k+1≤i,j≤M

{
z : zT (Λi − Λj)z = 0

}
, (2.14)

the pairs of real numbers (θT
i s, sT Λi s), i = 1, . . . ,M are distinct.

Therefore, for such a choice of s, the equation (??) asserts that there
is M ≥ 1, di ∈ R, di 6= 0, i = 1, . . . ,M and distinct pairs (µi, σ

2
i ),

where

µi = θT
i s and σ2

i = sT Λi s, i = 1, . . . ,M,

such that
M∑

i=1

di exp
{
µiα + 1

2
σ2

i α
2
}

= 0, α ∈ R.

Corollary ?? implies that the class of finite mixtures of one dimensional
normal distributions is not identifiable, contrary to Lemma ??.

Teicher’s result which is concerned with mixtures of product mea-
sures will be presented next. Teicher [?] stated that the identifiability
of mixture distributions can be carried over to mixtures of product
distributions.

Recall that for any k ∈ N , we have defined

Fk = {F (·, α) : α ∈ B} ,
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as a family of k-dimensional distribution functions indexed by a point
α in a Borel subset B of Euclidean m-space R

m, such that F (·, ·) is
measurable in R

k × B.
Define for every k, n ∈ N ,

F
∗
k,n =

{
F ∗(·, α) : F ∗(·, α) =

n∏

i=1

F (·, αi), F (·, αi) ∈ Fk, 1 ≤ i ≤ n

}
.

(2.15)

Notice that in (??), F (·, ·) is defined on R
k × B and F ∗(·, ·) is defined

on R
kn × Bn.

Theorem 2.19 (Teicher [?]). If the class of all mixtures on F1 is
identifiable, then for every n > 1, the class of mixtures on F

∗
1,n is

identifiable. Conversely, if for some n > 1, the class of all mixtures on
F

∗
1,n is identifiable, then the class of mixtures on F1 is identifiable.

Proof :

To prove the second part, suppose that the class of all mixtures on
F

∗
1,n is identifiable for some n > 1. Let F (·, α) ∈ F1. If

∫

B
F (y, α) dG(α) =

∫

B
F (y, α) dĜ(α),

then multiplying both sides by
n−1∏

i=1

F (yi, αo), αo ∈ B, necessarily,

Iαo
× · · · × Iαo

× G = Iαo
× · · · × Iαo

× Ĝ,

where Iαo
is a characteristic function χ[αo,∞). Hence by the hypothesis

G = Ĝ.

To prove the first part of the theorem, the mathematical induction
will be used. Suppose the class of mixtures on F1 is identifiable and
also suppose the class of mixtures on F

∗
1,n is identifiable for fixed but

arbitrary n. It will be shown that the class of mixtures on F
∗
1,(n+1) is

also identifiable.

Suppose that for F ∗ ∈ F1,n and F ∈ F1,
∫

F ∗(x, α)F (y, β) dG(α, β) =

∫
F ∗(x, α)F (y, β) dĜ(α, β) . (2.16)

Let G2(β) and Ĝ2(β) denote the marginal distribution of β correspond-

ing to G and Ĝ. Let G(α|β), Ĝ(α|β) denote versions of the conditional

probabilities, such that, for each β, G(α|β) and Ĝ(α|β) are distribu-

tion functions in the variable α and for each α, G(α|β) and Ĝ(α|β) are
equal almost every where to measurable functions of β. Then (??) may
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be rewritten as,∫
F (y, β)H(x, β) dG2(β) =

∫
F (y, β)Ĥ(x, β) dĜ2(β) , (2.17)

where

H(x, β) =

∫
F ∗(x, α) dαG(α|β) (2.18)

Ĥ(x, β) =

∫
F ∗(x, α) dαĜ(α|β). (2.19)

In turn, (??) may be expressed as
∫

F (y, β) dJx(β) =

∫
F (y, β) dĴx(β), (2.20)

where

Jx(β) =

∫ β

−∞
H(x, γ) dG2(γ) ≤ G2(β) (2.21)

Ĵx(β) =

∫ β

−∞
Ĥ(x, γ) dĜ2(γ) ≤ Ĝ2(β), (2.22)

as H(x, γ) ≤ 1 and Ĥ(x, γ) ≤ 1. Dominated convergence applied to
(??), to ensure that

Jx(∞) = Ĵx(∞),

since this common value is finite by (??) and (??). Thus from (??) and
since the class of mixture on F1 is identifiable by the hypothesis, then

Jx = Ĵx.

Or equivalently from (??) and (??),
∫ β

−∞
H(x, γ) dG2(γ) =

∫ β

−∞
Ĥ(x, γ) dĜ2(γ). (2.23)

On the other hand, letting x → ∞ in (??) and since

lim
x→∞

H(x, β) = lim
x→∞

∫
F ∗(x, α) dαG(α|β) = 1 (2.24)

lim
x→∞

Ĥ(x, β) = lim
x→∞

∫
F ∗(x, α) dαĜ(α|β) = 1 (2.25)

by monotone convergence theorem, then (??) gives
∫

F (y, β) dG2(β) =

∫
F (y, β) dĜ2(β). (2.26)

By the hypothesis,

G2(β) = Ĝ2(β). (2.27)

However, (??) in conjunction with (??) necessitates

H(x, β) = Ĥ(x, β) , (2.28)
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for almost all β. Equation (??) together with (??) and (??), gives
∫

F ∗(x, α) dαG(α|β) =

∫
F ∗(x, α) dαĜ(α|β). (2.29)

By the induction hypothesis, that is, the class of mixtures on F
∗
1,n is

identifiable and (??) imply

G(α|β) = Ĝ(α|β) (2.30)

Finally, combining (??) and (??) we have

G(α, β) = G(α|β) G(β) = Ĝ(α|β) Ĝ(β) = Ĝ(α, β).

So that the class of mixtures on F
∗
1,(n+1) is identifiable.

Since Theorem ?? applies for general mixtures, then we have the
following theorem for finite mixtures.

Theorem 2.20. If the class of all finite mixtures on F1 is identifiable,
then for every n > 1, the class of finite mixtures on F

∗
1,n is identifiable.

Conversely, if for some n > 1, the class of all finite mixtures on F
∗
1,n

is identifiable, then the class of finite mixtures on F1 is identifiable.

Analogous result hold with F1 and F
∗
1,n is replaced by Fk and F

∗
k,n,

where k > 1.
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